
What are the building blocks of neuronal computing? 
 

• Sensors to report environmental changes 
• Cells that utilize threshold logic and communicate with pulses 
 
 
 
 
 
 
 
 
 

 
Liu, Li, Marvin& Kleinfeld (under review) 

 
• Connections (synapses) that are unidirectional 
• Muscle for movement - the raison d'etre for nervous systems 

  






 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Kasthuri, Hayworth, Berger, Schalek, Conchello, Knowles-Barley, Lee, Vázquez-Reina, Kaynig, Jones, Roberts, 
Morgan, Tapia,  Seung,  Roncal, Vogelstein, Burns, Sussman, Priebe, Pfister & Lichtman (Cell 2015) 

  






Mammalian cortical cells come in different shapes; 
this is just a small slice of brain cells 

 
 

 
 
 
 
 
 

Motta, Berning, Boergens, Staffler, Beining, Loomba, Hennig, Wissler & Helmstaedter (Science 2019)  



Neurons reconstructed in the primary input layer, L4, of 
somatosensory cortex from mouse 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Motta, Berning, Boergens, Staffler, Beining, Loomba, Hennig, Wissler & Helmstaedter (Science 2019)  






Basic signaling (data of Deuchers, Thompson & West 2001) 
 

 
  



Signaling involves release of vesicles that contain transmitter 
molecules and are 30 to 50 nm in diameter 

 

  



Neuron partition ions to build two or more voltage levels 
 

          
  
 

  



 
 
 
 
 
 
 
 
 
 
 
 

Berneche & Roux (Nature 2001) 

  






Threshold instability leads to a pulse 
 
 

      
  





 
 

Jensen, Jogini, Borhani, Leffler, Dror & Shaw (Nature 2012) 
following data of: Long, Campbell & MacKinnon (Science 2005); Long, Tao, Campbell & MacKinnon (Nature 2007)  



 
 

Jensen, Jogini, Borhani, Leffler, Dror & Shaw (Nature 2012)   



Voltage levels and threshold yield mixed analog and digital 
computing on the scale of order kBT/e 

 

  



N-type Ca2+ currents in presynaptic terminals initiate synaptic 
vessel fusion and set maximum voltage level 

 

 
  



Neurons use an elaborate physiochemical scheme for 
unidirectional (synaptic) communication 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Kasthuri, Hayworth, Berger, Schalek, Conchello, Knowles-Barley, Lee, Vázquez-Reina, Kaynig, Jones, Roberts, 
Morgan, Tapia,  Seung,  Roncal, Vogelstein, Burns, Sussman, Priebe, Pfister & Lichtman (Cell 2015) 

  






 
 

Sudhof (Neuron 2013) 

  



 
 

Sudhof (Neuron 2013) 
  



Why is this all not so simple to understand? 
 

• Connections are dense, non-randomly distributed and 
nonrandomly weighted 

• Few strong connections in a sea of weak connections 
 

 
 

Song, Sjöström, Reigl, Nelson & Chklovskii (PLoS Biology)  



 

 
  



 
 

Cossell, Iacaruso, Muir, Houlton, Sader, Ko, Hofer & Mrsic-Flogel (Nature 2015)  



 

 
 
 
 
 

Cossell, Iacaruso, Muir, Houlton, Sader, Ko, Hofer & Mrsic-Flogel (Nature 2015) 

  



 
 

Cossell, Iacaruso, Muir, Houlton, Sader, Ko, Hofer & Mrsic-Flogel (Nature 2015) 
  



 
 

Cossell, Iacaruso, Muir, Houlton, Sader, Ko, Hofer & Mrsic-Flogel (Nature 2015) 

  



 
 

  



What about the noise from all the "weak" connections*? 
 

A (very) rough worst-case estimate, using 
 

ΔVstrong-synapse  / ΔVweak-synapse  ~  2 mV / 100 µV  ~  20 
 

and √N  ~  √10,000  ~  100 
 

leads to 
 

Synchronous sensory input:  M ΔVstrong-synapse  >>  √N ΔVweak-synapse 

 

∴  M >> 5 
 

Asynchronous sensory input:  √M ΔVstrong-synapse >>  √N ΔVweak-synapse 
 

∴ M >> 25 
 

Conclude that preferred pathways of 10 - 100 connections, or 0.01 to 0.1 of 
total (M << N), can in principle dominate the computational role of a circuit. 
 



Can we explain neuronal responses in a "simple" way? 
 

 
 

  



       
 

 
 

Answer = Sometimes, when recording close to the periphery 




