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New perspectives on the mechanisms for orientation 
Haim Sompolinsky* and Robert Shapleyt 

Since the discovery of orientation selectivity by Hubel and 

Wiesel, the mechanisms responsible for this remarkable 

operation in the visual cortex have been controversial. 

Experimental studies over the past year have highlighted 

the contribution of feedforward thalamo-cortical afferents, as 

proposed originally by Hubel and Wiesel, but they have also 

indicated that this contribution alone is insufficient to account 

for the sharp orientation tuning observed in the visual cortex. 

Recent advances in understanding the functional architecture 

of local cortical circuitry have led to new proposals for 

the involvement of intracortical recurrent excitation and 

inhibition in orientation selectivity. Establishing how these two 

mechanisms work together remains an important experimental 

and theoretical challenge. 

no orientation selectivity [1,3-S]. Therefore, orientation 
selectivity must result either from the way the thalamic 
afferents connect to the cortical cells or from the 
cortico-cortical circuitry. 
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Figure 1 depicts typical orientation tuning curves of a 
simple cell in cat Vl. The response of the simple cell to a 
drifting sinusoidal grating that moves across its receptive 
field is recorded as a function of the stimulus orientation 
(see e.g. [6]). The response, measured extracellularly as 
the number of spikes per second emitted by the cell, 
is maximal at the preferred orientation (PO) of the cell, 
which is 220” in this case (Figure l), and falls off sharply 
as the stimulus orientation departs from the PO. The 
response decreases to zero at about _+30” away from the 
PO. The half-width of the orientation tuning, which is 
defined as the half-width at the half-height of the tuning 
cu?e, is 15” in this example (Figure 1). Different cells 
show different degrees of tuning; the mean half-width 
is about 20’ in simple cells of the cat visual cortex [7]. 
Figure 1 displays another important feature of orientation 
tuning, namely that the width (but not the height) of the 
tuning curve is independent of stimulus contrast [6,8]. 

0 Current Biology Ltd ISSN 0959-4388 

Abbreviations 

AC alternating current 

DC direct current 

EPSP excitatory PSP 
GABA yaminobutyric acid 

IPSP inhibitory PSP 

LGN lateral geniculate nucleus 

NO null orientation 

PO preferred orientation 

PSP postsynaptic potential 

Vl primary visual cortex 
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Introduction 
The coding of the orientation of visual stimuli is one 
of the best studied cortical functions. Understanding 
how orientation tuning emerges in the primary visual 
cortex (Vl) may be a key to understanding how the 
cerebral cortex is designed to process information. In this 
review of recent (and classic) work, we highlight the 
interplay between theory and experiments in an attempt 
to characterize the mechanisms underlying orientation 
selectivity. 
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One of the crucial events in the coding of visual stimuli by 
Vl is the transformation of information from more-or-less 
orientation-insensitive elements to orientation-tuned ones 
(as measured in the cat [I] and in the monkey [Z]). 
In the retina and lateral geniculate nucleus (LGN; the 
main visual nucleus in the thalamus), there is weak or 
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Orientation tuning and contrast. Discharge response of a simple cell 

in cat Vl to drifting sinusoidal gratings of optimal spatial frequency. 

Orientation tuning was measured at four different contrasts (lo%, 
20%, 40% and 800/o), as indicated in the figure. Redrawn from [61. 

selectivity 
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Orientation selectivity: feedforward or intracortical? 

Recent experiments -in particular, the cooling experi- 
ment by Ferster et a/. [9”] and the correlation experi- 
ments by Reid and Alonso [S] - have been interpreted 
[9**,1&12] as providing strong evidence for Hubel and 
Wiesel’s model [l], according to which orientation selec- 
tivity results from the specific pattern of convergence of 
LGN afferents. These findings, therefore, would seem to 
settle the long-standing issue regarding the mechanisms 
for orientation selectivity. However, building on advances 
in our understanding of cortical circuitry, recent theoretical 
studies by Ben-Yishai et a/. [13] and Somers et al. 
[14] suggest that orientation selectivity is a cooperative 
property of local cortical networks. Determining which 
of these two explanations is correct will have a big 
impact on our conception of cerebral cortical function. If 
orientation selectivity results from the specific pattern of 
convergence of LGN afferents, as proposed by Hubel and 
Wiesel, this would mean that a fundamental function of 
the visual cortex arises from the feedforward filtering of 
sensory input, supporting the view of cortical processing 
as a hierarchy of feedforward transformations of neural 
representations. However, if intracortical circuitry plays 
a crucial role in orientation tuning, then it implies that 
intracortical dynamics shape the internal representations 
of the external world in the cortex. 

The spatial arrangement of LGN inputs 
The first issue in understanding orientation selectivity 
concerns the organization of the convergent inputs from 
the LGN to single cortical cells. The receptive fields of 
both LGN and simple cells in the cortex are characterized 
by distinct ON and OFF subregions. Cross-correlation 
analysis of activity in pairs of cells in the cortex and LGN 
in the cat [5,15] has provided strong evidence that the 
inputs from the LGN to the different subfields of simple 
cells are largely segregated to the same ‘signature’ (i.e. ON 
to ON and OFF to OFF). In addition, experiments in both 
cats [S] and ferrets [16] indicate that in many cells there 
is a high correlation between the axis of alignment of the 
LGN receptive fields and the PO of the recipient cortical 
column. 

Subfield aspect ratio of LGN afferents 
An important quantitative issue is the degree of elongation 
of the cortical subfield formed by the receptive fields of 
the LGN afferents. This elongation is quantified by the 
ratio between the long and short axes of the subfield-the 
subfield aspect ratio. Estimates based on the geometric 
dimensions of the simple cell’s subfields measured by 
extracellular responses yield a mean subfield aspect ratio of 
4-5 [ 171. However, these responses may be influenced by 
cortical inputs, as well as by the spike threshold; hence, 
these estimates most probably overestimate the subfield 
aspect ratio of the combined LGN receptive fields. In 
fact, the results of Chapman et al. [16] are consistent 
with a low mean aspect ratio. Furthermore, their results 
highlight the large variability in the degree of alignment of 

LGN inputs across different cortical columns, and indicate 

that this variability is not correlated with the sharpness of 
orientation tuning in these locations. 

Reid and Alonso [S] have attempted to reconstruct the 
receptive field generated by the LGN afferents to a 
cortical cell. Their results are, in our opinion, consistent 
with a subfield aspect ratio of about 2. However, their 
reconstruction is ambiguous, as it combines data from 
different simple cell/LGN cell pairs and, in addition, the 
strength of the LGN afferent connections has not been 
taken into account (RC Reid, personal communication). 

The orientation tuning of the total excitatory postsynaptic 
potential (EPSP) generated by LGN afferents depends 
not only on the geometry of their receptive field but also 
on the spatio-temporal details of the stimulus. In studies 
using drifting long bars or gratings as the stimulus, the 
group of LGN cells that are active during the motion 
of the stimulus across the simple cell’s receptive field 
is the same for all orientations; changing the stimulus 
orientation changes only the temporal order of their 
activation. Temporal modulation (the ‘AC’ component) 
of the LGN input to the cortical cell may produce 
a relatively weak signal at the null orientation (NO; 
the orientation perpendicular to the PO). However, if 
one assumes that individual LGN cells are untuned, 
then the time-averaged EPSP (the ‘DC’ component) will 
be untuned to orientation [18]. The DC component is 
particularly large at high contrasts because the dynamic 
range for increased discharge is much larger than that for 
suppression of discharge ([18]; A Krukowski, NJ Priebe, 
KD Miller, Sot Neurosci Abstr 1996, 22642). The peak of 
the time-dependent LGN response to a drifting pattern, 
which depends on both the AC and the DC components, 
will have a substantial positive value at ail orientations. 
In addition, if the stimulus is long, then not only does 
the subfield aspect ratio contribute to the tuning of the 
afferent EPSP, but so does the presence of multiple 
subfields. 

Intracellular measurements 

Recently, two groups have used intracellular recordings 
in an attempt to measure the tuning of the combined 
LGN input to simple cells in cat visual cortex. Pei et 
al. [19] measured EPSP responses to flashed stationary 
bars at different latencies. The early components of 
the EPSPs - which probably represent, primarily, LGN 
inputs-showed very weak tuning with orientation and 
yielded an estimated average subfield aspect ratio of 
only 1.7 [19]. 

The second group, Ferster and co-workers [9**], 
attempted to measure directly the tuning of the LGN 
synaptic input to simple cells in cat Vl. To isolate the 
LGN contribution, they made intracellular recordings of 
the membrane potentials of simple cells responding to a 
high-contrast, moving 2Hz sinusoidal grating while the 
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cortex was cooled to 1o’C or below, which presumably 
quenched most of the spike activity in the, cortex. 
They compared the recorded membrane potentials to the 
intracellular responses of the same cells under normal 
(warm) conditions, in which both LGN and cortical 
inputs are intact. An example of the results is shown in 
Figure 2. The postsynaptic potentials (PSPs) in the cooled 
conditions, presumably dominated by LGN inputs, have a 
significant orientation dependence. However, it should be 
noted that in the majority of the cells, the tuning profile of 
the potential was broad, with a half-width of about 45”, as 
seen in the example depicted in Figure 2. In many of the 
cells, the input tuning curve seems to vanish at the NO. 
This is because the potentials recorded in this experiment 
were the amplitude of the first harmonic of the response. 
As discussed above, the actual response (as measured by 
the peak potential above the background level) includes a 
DC component that is completely untuned to orientation. 
Thus, the results from the cooled cortex indicate that 
the LGN input has a broad profile superimposed on an 
untuned base line. This finding is consistent with the 
LGN input being generated by a low aspect ratio. 

Figure 2 
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Intracellular measurement of orientation tuning of the membrane 

potential of a simple cell in cat Vl in warm and cooled conditions. 

The shapes of the two tuning curves are similar, although their 

amplitudes are different. (Note the different right and left vertical 

scales.) Redrawn from [9”]. 

Cortical inhibition 
The effect of blocking cortical inhibition in a local 
region of the cortex on the orientation selectivity of 
simple and complex cells in the cat has been tested by 
Sillito’s group [20,21] and others [22]; they found a large 
reduction in the orientation selectivity of the majority 
of the cells-most simple cells completely lost their 
orientation tuning. Recently, Pfleger and Bonds [23] have 
shown that at some concentrations of bicuculline (a type A 
GABA receptor blocker), an early, orientation-insensitive 
response component is present in cat complex cells; but 
the late response component is tuned to orientation. This 

finding suggests that both fast inhibition (mediated by 
type A GABA receptors) and slow inhibition (not affected 
by bicuculline) play a role in orientation selectivity. The 
sensitivity of orientation tuning to the reduction of cortical 
inhibition is a strong indication that this inhibition is 
involved in the orientation tuning of cortical cells. An 
apparently contradictory result was reported recently by 
Nelson eta/. [24], who blocked GABA receptors on single 
cortical cells by using intracellular injections of cesium 
fluoride. They found that the orientation selectivity of 
these cells was unaffected by the removal of inhibitory 
inputs. Sato et al. [25**] have recently measured the effect 
of bicuculline blocking of cortical inhibition in monkey 
Vl. They found a marked decrease in orientation tuning 
of neurons in some output layers (2, 3 and 4B). However, 
they found no or little effect on the tuning of neurons in 
the input layers (~CCX and 4Cp) and in layer 6. 

In a recent study, Crook et al. [26”] provide new evidence 
for the existence of cortical inhibition at NO and for its role 
in orientation selectivity. They blocked cortical activity at 
distinct orientation columns and measured the effect on 
the tuning of neurons with similar or different POs located 
350-700 microns away in the cortex. They found that the 
inactivation caused a substantial broadening of orientation 
tuning in neurons at cross-orientation sites (as illustrated in 
Figure 3), but had no effect on the tuning at iso-orientation 
sites. 

Intracellular measurements [27,28] have revealed that rel- 
atively strong inhibitory PSPs are evoked by a stimulus at 
the PO. In simple cells, inhibitory postsynaptic potentials 
(IPSPs) and EPSPs are often generated by antagonistic 
subfields in a ‘push-pull’ manner, so that withdrawal of 
excitation is accompanied by increased inhibition [29]. 
Surprisingly, these groups found no significant inhibitory 
inputs (either as hyperpolarizing currents or as shunting 
conductances) at NO, suggesting that both the EPSPs 
and the IPSPs of a cortical cell have roughly the same 
tuning-that is, both peak at the PO and have a very 
weak amplitude at NO. On the other hand, recent 
whole-cell recordings [ 19,30,31] have revealed many cases 
of inhibitory (as well as excitatory) inputs at NO. 

Recurrent cortical excitation 
Over the past few years, attention has focused on the role 
of recurrent cortical excitation in orientation selectivity. 
Intracellular recordings in V~UO show that electrical stimu- 
lation and visual stimuli evoke multiple EPSP signals that 
differ in shape and latency. The delayed components come 
primarily from cortical sources [ 19,27,28]. The presence 
of strong excitatory intracortical feedback is supported by 
anatomical studies that show that the majority of excitatory 
synapses on spiny stellate cells in cortical layer 4-which 
are the main targets of LGN inputs to the mammalian 
visual cortex-are from recurrently connected cortical 
neurons [32-341. Estimates of the ratio of the number 
of intracortical over thalamic excitatory inputs based on 
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Figure 3 
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Effect of cortical inactivation on orientation tuning in cat Vl. The 

responses of a single simple cell located at the recording site (RS) 

to drifting bars at different orientations are shown in polar plots. 

The plots show the peak responses as a function of the direction 

of motion that is orthogonal to the bar orientation. The inset shows 

the recording arrangement. IS1 and IS2 are the remote inactivation 

sites. Inactivation is caused by microiontophoresis of GABA. The 

labels A and L indicate the anterior and lateral directions in the 

cortex, respectively. (a) The control response at RS in the absence of 

inactivation. (b) The orientation tuning at RS when IS1 is inactivated. 

The PO of the multiunit activity at IS1 is orthogonal to the cell at RS, 

as indicated in the diagram. (c) Orientation tuning after inactivation of 

IS2. The PO of IS2 is 22.5’ away from that of RS, as shown in the 

diagram. The time shown in the polar plots of (a) and (b) indicate the 

time after the onset of GABA iontophoresis. Adapted from [26**]. 

anatomy vary between 15 and 4. However, anatomical 
factors are insufficient to estimate the strength of recurrent 
cortical excitation, as recent in uiuo intracellular recordings 
from spiny stellate cells in cat layer 4 indicate that the 
amplitude and reliability of thalamo-cortical EPSPs tend to 
be higher than cortico-cortical EPSPs [35’]. Nevertheless, 
given their abundance, it is likely that excitatory inputs 
from adjacent layer 4 cells, as well as from layer 6, 
constitute the majority of the excitatory inputs to layer 4 
cells. 

To understand the functional role of the massive cortical 
excitation in orientation selectivity, it is important to know 
the columnar architecture of the intracortical circuitry. 
Unfortunately, not much is known about the orienta- 
tion specificity of the proximal intracortical connections. 
Cross-correlation analysis suggests chat, on average, the 
activity of cells with similar POs is more strongly correlated 
than chose with different POs [36]. However, these 
cross-correlations reflect the degree of common input and 

not direct synaptic coupling. Nevertheless, anatomical 

evidence suggests that the probability of connection 
between pairs of proximal neurons in the cortex decreases 
as their separation increases (see [37,38]). Therefore, given 
the coarse continuity of orientation maps, the probability 
of connection is expected to decrease as the difference 
in the PO of the proximal cells increases. Crook et a/. 
[26**] found cases in which inactivation at one cortical 
site greatly reduced the response of neurons with the 
same PO at a location several hundred microns away. 
This finding supports the notion of recurrent excitation 
between cortical neurons with similar POs. 

The intracellular measurements of Ferster et a/. [9**] in 
the warm conditions reveal that the orientation tuning of 
the PSP to simple cells has roughly the same shape as the 
one in the cooled conditions (as shown in Figure 2). This 
result is remarkable in light of the fact that the total PSP 
in the warm condition is bigger than the LGN input by a 
factor of 2-5 (after taking into account the effect of cooling 
on synaptic efficacy; see the two different vertical scales 
in Figure 2). Thus, one arrives at the striking conclusion 
that the cortex substantially amplifies the magnitude of the 
signal provided by the LGN but does not affect its tuning. 
These results seem to be at odds with those of Pei eta/. 
[ 191, who observed a considerable sharpening of the tuning 
of the EPSPs over time, indicating that cortical inputs have 
narrower tuning than those of the LGN. 

Dynamics of orientation tuning 
The issue of whether the character of orientation tuning 
changes during the time course of the cell’s response is 
central for understanding the mechanisms for orientation 
selectivity. Unfortunately, this issue is surrounded by 
considerable experimental uncertainty. The sharpening of 
the intracellular potential over time observed by Pei et 
al. [19] suggests that extracellular responses might show 
a similar effect. However, Celebrini eta/. [39] found that 
orientation selectivity is fully developed at the very start 
of the discharge response in virtually all the cells recorded 
in Vl of awake monkeys. In contrast, Shevelev et a/. [40] 
found dynamic changes in both the tuning width and the 
PO in most of the extracellularly recorded cells in cat 
visual cortex. 

Recently, Ringach eta/. [41”] searched for dynamic effects 
of orientation selectivity in macaque Vl. In monkey striate 
cortex, there is a marked difference in the sharpness of 
the tuning across the cortical layers. In input layer 4Ca, 
most neurons are broadly tuned for orientation, but some 
have no orientation selectivity at all. However, just above 
layer 4C, in layer 4B, and in other layers, there are 
many sharply tuned neurons [25**,42]. Ringach eta/. [41”] 
measured the responses of cortical cells to changes in 
the stimulus orientation. They stimulated the cortical 
cells using successive brief presentations of gratings 
of different, randomly chosen orientations and phases, 
and measured the time-delayed correlations between the 
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spikes emitted and the orientation presented at a fixed 
time earlier. Figure 4 shows some of their results. In 
layer 4C0r cells, the tuning of these orientation-response 
curves is often very broad. This finding is consistent with 
these cells having weak orientation selectivity. However, 
in layer 4B and above, many of the sharply tuned 
cells exhibit orientation-response curves that change 
dramatically over time. A particular feature to note is 
the ‘mexican hat’ orientation tuning profile seen in the 
layer 4B cell presented in Figure 4. In other cells, such 
as those in layers 2 and 3, the peak of the response tuning 
shifts over time. Some cells exhibit sharpening of the 
response tuning over time. It is interesting that this type 
of sharpening occurs very rapidly, within S-10ms of the 
start of the response. 

Figure 4 
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Orientation tuning dynamics in monkey striate cortex. Extracellular 

recordings of single cells in monkey VI stimulated by a stream of 

images of sinusoidal gratings. Orientation tuning was computed as 

a function of time by reverse correlation. The main results shown 

in the figure are that (a) layer 4Ca cells have simple up and down 

dynamics and broad orientation tuning, whereas (b) cells in layer 48 

(and other output layers) have more elaborate dynamics and sharp 

orientation tuning. Redrawn from [41”1. 

Can the Hubel and Wiesel model explain 
orientation tuning? 
Hubel and Wiesel (see [l]) proposed that orientation 
selectivity arises from the geometric alignment of the 
receptive fields of the LGN cells that project to a simple 
cell in the cortex. A major problem with this model is 
that it does not provide a mechanism for suppressing 
the excitatory input generated by the LGN in orthogonal 
orientations. As argued above, the available data indicate 
that the LGN input has a significant orientation bias but 
that the degree of its tuning varies considerably across 
the cell population and is typically broadly tuned, with 
a half-width of 45” or more. Furthermore, the LGN is 
expected to provide substantiai excitatory input to the 
cortex even at NO. This scenario is depicted in Figure Sa, 
in which the tuning of LGN input to a simple cell 
was calculated under the assumption of an aspect ratio 

of 2. As the LGN provides only excitation to the cortex 
[43], there is no afferent mechanism for suppressing 
the significant excitatory input that is evoked when the 
stimulus orientation is away from the PO of the cell 
(except for at very low contrast, where withdrawal of 
background excitation may act like inhibition). Thus, a 
pure feedforward mechanism can account for the sharp 
tuning of the discharge responses only if one assumes 
that the cortical cell has a high threshold for generating 
action potentials so that only stimuli close to the PO are 
able to elicit discharges. An important consequence of 
the sharpening of the orientation tuning by the ‘iceberg’ 
effect of the neuronal threshold is that the resultant 
tuning is highly sensitive to the stimulus contrast. Thus, 
as illustrated in Figure Sa, it is impossible to reconcile 
Hubel and Wiesel’s model [l] with the observed sharp, 
contrast-invariant orientation tuning. 

The role of cortical inhibition in orientation 
tuning 
Several mechanisms for orientation selectivity, which are 
based on cortical inhibition, have been proposed (for 
reviews, see [44,45]). Of these, the one that is consistenr 
with most of the data is the mechanism of nonspecific 
inhibition. According to this model [44,45], a cortical cell 
receives an inhibitory input that is only broadly tuned 
to orientation and serves to offset the broadly tuned 
excitatory input from the LGN. This inhibition plays 
the same role in sharpening the orientation tuning as 
a neuronal threshold, except that when an inhibitory 
input is the source of the threshold, it may yield a 
tuning width that is invariant to contrast if the intrinsic 
threshold is low. This invariance results from the fact 
that the activity of the inhibitory cells increases at the 
same time as the contrast increases, which leads to an 
increase in the effective threshold, thereby preventing 
the broadening of the tuning. The nonspecificity of the 
inhibitory mechanism resolves the apparent contradiction 
between the extracellular results of Sillito and co-workers 
[20,21] and others [22,23] and the intracellular results of 
Nelson et a/. [24]. In Nelson et al.5 experiment, a fixed 
hyperpolarizing current was injected into uninhibited cells 
to maintain a normal firing rate. This current could have 
compensated for the removal of orientation-insensitive 
inhibition. 

However, the nonspecific inhibition model suffers from 
several drawbacks. To start with, it predicts a substantial 
inhibitory input at nonoptimal orientations, something that 
has not been confirmed by most intracellular measure- 
ments. Furthermore, the strong inhibition that is needed 
to account for the sharp tuning will considerably reduce 
the responsiveness of the cortical cells, and this will yield 
response rates that are too low to account for the observed 
responses. The nonspecific inhibitory model asserts that 
the orientation tuning of the potential of the cortical cells 
is set by the LGN afferents. It thus predicts that the 
orientation tuning of a cortical cell is very sensitive to 
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Orientation tuning according to the cortical recurrent excitation 

model. (a) Calculated tuning curve of the peak response of the LGN 

afferents (relative to spontaneous levels) to a simple cell. The LGN 

afferents form an input receptive field with ON-OFF-ON subfields, 

each with an aspect ratio of 2. A total of 24 OFF-centered LGN 

cells comprise the OFF subfield, and 12 ON-centered LGN cells 

comprise each of the side ON subfields. The displayed curves were 

generated by smoothing the inputs produced by a particular random 

realization of the locations of the LGN receptive fields’ centers within 

each subfield. (b) The tuning curve of the average discharge rate 

of a simple cell in response to the stimulus of (a), as calculated by 

the recurrent network model [13,47], with narrowly tuned excitatory 

interactions and broadly tuned inhibitory interactions, as depicted in 

Figure 6a. All three curves have roughly the same shape except for 

a slight broadening at the edges at high contrasts. (c) Tuning of the 

calculated PSPs of the cell for 50% contrast. 0, stimulus orientation 

in degrees. 

the quality of the LGN tuning. Cells with relatively poor 
LGN tuning are expected to yield broadly tuned responses 
(unless this is compensated on a cell-by-cell basis with 
a stronger inhibitory inputs). Evidently, not only cortical 
inhibition but also cortical recurrent excitation must be 
taken into account. 

The role of recurrent cortical excitation in 
orientation selectivity 
Two recent theoretical studies ([13,14]; see also [46*,47]) 
have investigated the potential involvement of cortical 
recurrent excitation in orientation selectivity. These stud- 
ies have shown that recurrent excitation may be a powerful 
source of sharp, contrast-invariant orientation tuning. 
Although the two models differ in. detail, they contain 
the same ingredients: first, relatively weak excitatory 
orientation bias from the LGN input; second, excitatory 
connections between nearby orientation columns; and 
finally, inhibitory connections with a range longer than that 
of excitatory connections. 

According to the recurrent excitation model, a central 
feature of cortical interactions is that the ‘net’ interactions 
between orientation columns (consisting of both excitatory 
and inhibitory cells) depend on their separation in a 
‘mexican hat’ form: proximal columns excite each other, 
whereas distal ones inhibit each other (see Figure 6a). 
The inhibition controls the overall activity level of the 
whole network of orientation columns. The excitatory 
modulation ensures that this activity is not spread 
uniformly over the network but is restricted to a ‘spot’ of 
activity shared by the orientation columns that are close 
to the stimulus orientation. Hence, when the cortex is 
stimulated by an input from the LGN (which may have 
only a weak bias in favor of the stimulus orientation), the 
cortical interactions amplify the LGN excitatory input at 
the PO and suppress it at nonoptimal orientations. This 
combination of positive and negative feedback greatly 
enhances the initial orientation bias supplied by the LGN 
input, transforming it into a sharply tuned response profile. 
This mechanism for sharp orientation tuning is similar 
to symmetry-breaking mechanisms in pattern-forming 
systems. 

The sharp tuning produced in the recurrent excitation 
network is contrast invariant. The tuning width is de- 
termined primarily by the modulation amplitude and the 
width of the center of the interaction profile. Increasing 
the contrast increases the positive feedback at the PO, but 
also the negative feedback at nonoptimal orientations, so 
that the tuning width remains unchanged (see Figure 5b). 
An important consequence of this mechanism is that the 
tuning width is relatively insensitive to the degree of 
tuning of the LGN input. Thus, even cells with poor 
alignment of LGN afferents may show sharp tuning. 
Similarly, sharp tuning may be elicited by visual stimuli 
that have small aspect ratios. 
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Phase diagram of the recurrent excitation model. (a) Profiles of 

the cortical interactions between orientation columns versus the 

difference in their PO. (b) Schematic phase diagram of the model, 

showing the different tuning mechanisms in the different regimes of 

the amplitudes of the excitatory 06) and inhibitory (Jr) interactions. 

When both interactions are weak, the discharge tuning of the cortical 

network depends on the tuning of the LGN afferents and is expected 

to be broad and contrast sensitive (the ‘LGN’ regime). When the 

excitatory interactions are weak but there is a strong, broadly tuned 

inhibition, sharp contrast-invariant tuning occurs (the ‘Inhibition’ 

regime). For large values of JE and Jr, tuning is dominated by the 

strong modulation of the PSP produced by the combination of 

recurrent excitation and inhibition. In the limit of very weak LGN bias, 

there is a sharp ‘phase transition’ separating the regime of recurrent 

excitation from the other two regimes (i.e. the LGN and inhibition 

regimes) and is marked by the vertical dashed line. To minimize the 

relative size of the IPSP at NO, cortical amplification at PO must 

be strong, and this is achieved for parameters near the line marked 

‘Amplification! Beyond this line, the inhibition is too weak to control 

the activity in the network in reasonable levels (the ‘Unstable’ regime). 

0, difference in the POs of the two interacting columns. 

The recurrent excitation model predicts that orientation 
tuning should sharpen with time, as the recurrent 
feedback is expected to be delayed relative to the direct 
input from the LGN. This effect may be minimized, 
however, if one assumes that there is an initial, fast 

feedforward inhibitory input. A cortical cell may have 
LGN input that peaks at one orientation and a cortical 
excitatory feedback that peaks at a different orientation. 
According to the recurrent excitation model, the PO of 
the cell will shift from that defined by the LGN input 
to that determined by the massive cortical feedback. 
Other dynamic effects predicted by the model include 
transient activation of intermediate columns in response 
to switching the orientation of the stimulus [13,46’]. 

Can the recurrent excitation model account for the 
intracellular data? The enhancement of tuning in the 
recurrent model requires strong cortical modulation of the 
synaptic input but not necessarily cortical amplification. 
The magnitude of the cortical EPSP evoked by the 
stimulus in the PO relative to the direct input from 
LGN may be large or small depending on the amount 
of inhibition in the circuit, as well as on contrast. The 
notion of cortical amplification has been advanced as an 
explanation for the absence of substantial inhibition at null 
direction and orientation in intracellular measurements 
[ 14,48-501. According to this proposal, cortical feedback 
strongly amplifies the excitatory input to a cell at the PO 
but not at NO. Hence, at NO, a weak inhibitory input is 
sufficient to counter the unamplified LGN input, whereas 
at the PO, the dominant input is the amplified excitatory 
signal. On the other hand, strong inhibition is needed 
to stabilize the network in the face of strong excitatory 
feedback. These constraints require cortical interactions 
that produce a PSP profile with strong net inhibition at 
intermediate angles but weak net inhibition at NOs, as 
shown in Figure 5c. 

The PSP tuning profile predicted by the recurrent 
excitation model (Figure 5c) is not entirely consistent 
with Ferster et al.5 [9”] broad PSP tuning profile under 
warm conditions (see Figure 2). In fact, Ferster et al.% 

[9”] results presents an intriguing puzzle. At the high 
grating contrast used in their experiment, the membrane 
potential at the PO must be much higher than the spike 
threshold. Therefore, how can a broadly tuned potential 
that is substantially higher than the spike threshold lead to 
sharp discharge tuning? We should point out, however, that 
the authors’ interpretation of the warm potential data is 
ambiguous. As the observed tuning refers to the amplitude 
of the AC modulation of the potential, it is possible that 
for some range of angles the signal is actually dominated 
by IPSPs and not by EPSPs. Hence, these data cannot be 
compared directly with the total PSP profile in Figure SC. 
In addition, a full analysis of the experimental results must 
also take into account the temporal and phase relations 
between EPSPs and IPSPs in simple cells (A Krukowski, 
NJ Priebe, KD Miller, Sot NeurosGi Abstr 1996, 22:642). 

Conclusions 
Recent experiments [5,9**] have been interpreted as 
supporting Hubel and Wiesel’s model [l]. A closer look 
at these and other recent experiments [19,25”,26”,41”], 
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as well as theoretical considerations [13,14] leads us to 
a very different conclusion. The tuning of the LGN 
input to cortical cells, as inferred from the intracellular 
measurements [9”,19] and estimated from theory (see 
Figure S), is in many cases much broader than the mean 
discharge tuning in the cortex. In addition, the tuning 
of the AC potential in the cooling experiment [9”] is 
presumably superimposed on an untuned DC component. 
Sharpening the discharge tuning of the cortical cells by 
threshold will yield strong dependence of the tuning 
width on contrast, contrary to experiment (see Figure 1). 
Therefore, these results reinforce the view that LGN 
inputs are insufficient to explain orientation tuning. Given 
the accumulated evidence against inhibition tuned around 
the NO, the natural resolution of the above problems is 
that sharp orientation tuning results from a combination 
of recurrent excitatory feedback from nearby orientation 
columns and inhibitory inputs from more distal columns. 

Over the past years, we have witnessed a substantial 
advance in our understanding of the intracellular responses 
of cells in the visual cortex. As the problems discussed 
above indicate, it is now time for a systematic experimental 
study of both extracellular and intracellular orientation 
tuning in the same cells. It is also important to resolve the 
conflicting results regarding the dynamics of orientation 
tuning. An important experimental test of the role of 
cortical excitation would be provided by measuring the 
effect of changing the aspect ratio of the visual stimulus 
on the tuning width. Orientation tuning in the visual 
cortex of primates may be even more dependent on 
intracortical feedback mechanisms than in cats. The 
features of the recently observed responses to orientation 
changes in primate Vl indicate that the emergence of 
sharp orientation tuning in extragranular layers within Vl 
may be associated with complex intracortical dynamical 
processes that have yet to be elucidated. 

Establishing a coherent picture of orientation selectivity 
in the cortex poses an interesting and important challenge 
for computational neuroscience. Developing a better 
understanding of the nature of the LGN inputs to cor- 
tex, analyzing the spatio-temporal relationships between 
excitation and inhibition, and considering the effects of 
the nonlinear dynamics of synaptic transmission are some 
of the avenues for future research that will advance our 
understanding of orientation tuning and other functions of 
the visual cortex. 
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