
JOURNALOF NEUROPHYSIOLOGY 
Vol. 72. No. 3, September 1994. 

Dynamics of Propagating Waves in the Olfactory Network of a 
Terrestrial Mollusk: An Electrical and Optical Study 

D. KLEINFELD, K. R. DELANEY, M. S. FEE, J. A. FLORES, D. W. TANK, AND A. GELPERIN 
Biological Computation Research Department, AT&T Bell Laboratories, Murray Hill, New Jersey 07974; and 
Department OfBiosciences, Simon Fraser University, Burnaby, British Columbia V5A IS6, Canada 

SUMMARY AND CONCLUSIONS 

I. The procerebral (PC) lobe of the terrestrial mollusk Limax 
maximus contains a highly interconnected network of local olfac- 
tory interneurons that receives ipsilateral axonal projections from 
superior and inferior noses. This network exhibits an -0.7-HZ 
intrinsic oscillation in its local field potential (LFP). 

2. Intracellular recordings show that the lobe contains at least 
two classes of neurons with activity phase locked to the oscillation. 
Neurons in one class produce periodic bursts of spikes, followed 
by a period of hyperpolarization and subsequently a depolarizing 
after-potential. There is a small but significant chance for a second 
burst to occur during the depolarizing after-potential; this leads to a 
double event in the LFP. Bursting neurons constitute - 10% of the 
neurons in the lobe. 

3. Neurons in the other class fire infrequently and do not pro- 
duce periodic bursts of action potentials. However, they receive 
strong, periodic inhibitory input during every event in the LFP. 
These nonbursting cells constitute the major fraction of neurons 
in the lobe. There is a clear correlation between the periodic burst 
of action potentials in the bursting neurons and the hyperpolariza- 
tion seen in nonbursting neurons. 

4. Optical techniques are used to image the spatially averaged 
transmembrane potentials in preparations stained with voltage- 
sensitive dyes. The results of simultaneous optical and electrical 
measurements show that the major part of the optical signal can 
be interpreted as a superposition of the intracellular signals arising 
from the bursting and nonbursting neurons. 

5. Successive images of the entire PC lobe show waves of elec- 
trical activity that span the width of the lobe and travel its full 
length along a longitudinal axis. The direction of propagation in 
the unperturbed lobe is always from the distal to the proximal end. 
The wavelength varies between preparations but is on the order of 
the length of the preparation. 

6. One-dimensional images along the longitudinal axis of the 
lobe are used to construct a space-time map of the optical activity, 
from which we calculate the absolute contribution of bursting and 
nonbursting neurons to the optical signal. The contribution of the 
intracellular signals from the two cell types appears to vary system- 
atically across the lobe; bursting cells dominate at middle and 
proximal locations, and nonbursting cells dominate at distal loca- 
tions. 

7. The direction and form of the waves can be perturbed either 
by microsurgical manipulation of the preparation or by chemical 
modulation of its synaptic and neuronal properties. These results 
suggest that the direction of propagation arises from dynamic prop- 
erties of the network, as opposed to an architecture with unidirec- 
tional connectivity. Further, fragments of the lobe oscillate after 
surgical isolation, showing that there is not a single pacemaker 
region in the lobe. 

8. The periodic LFP occasionally exhibits rapid, double events 
during which the propagating wave state is seen to transiently shift 
to one with nearly spatially synchronized activity along the length 

of the lobe. This indicates that the lobe can support a state with 
essentially no temporal phase gradient, as well as one with propa- 
gating waves. 

9. Although details of the circuitry within the lobe are largely 
unknown, analogies between the dynamics reported here and theo- 
retical understanding of excitable media suggest that the temporal 
phase gradient originates from a spatial gradient of excitability 
along the lobe. Consistent with this hypothesis is the observation 
that surgically isolated distal halves of the lobe oscillate faster than 
isolated proximal halves. 

INTRODUCTION 

Rhythmic patterns of electrical activity are features 
shared by olfactory organs of a multitude of phylogeneti- 
tally diverse animals. In mollusca, the local field potential 
(LFP) of the central olfactory organ of the terrestrial mol- 
lusks Limax maximus (Gelperin and Tank 1990) and He- 
lixpomatia (Schiitt and Basar 1994) oscillate continuously. 
Further, in Limax the oscillations take the form of propagat- 
ing electrical waves, whose spatial phase is modulated by 
the presence of odors (Delaney et al. 1994). In arthropoda, 
recent work with locust shows that odor induces spatially 
coherent oscillations within the mushroom bodies, an or- 
gan analogous to the mammalian olfactory cortex (Laurent 
and Naraghi 1994). Interestingly, a large body of evidence 
from Drosophila implicates the mushroom body as a locus 
of associative learning in olfactory tasks ( Davis 1993 ) . At 
the level of chordata, oscillatory electrical activity is a sa- 
lient feature of most teleost, amphibian, reptilian, and 
mammalian olfactory bulbs and the olfactory cortex of 
mammals (Adrian 1942; Beuerman 1975; Doving 1966; 
Gerard and Young 1937). In the olfactory bulb these take 
the form of fast, spatially coherent oscillations that are in- 
duced by odor (Adrian 1942; Freeman 1975; Gerard and 
Young 1937). Oscillations in the mammalian olfactory 
bulb subsequently drive oscillatory waves of electrical activ- 
ity across the piriform cortex (Ketchum and Haberly 
1991). 

Here we investigate the spatiotemporal dynamics of 
oscillatory activity in Limax. In addition to exhibiting 
oscillations, the olfactory system in Limax has additional 
attributes that support its choice as a model olfactory pro- 
cessing network. First, olfaction is the only sense available 
to Limax for perception at a distance. An acute olfactory 
sense enables Limax to forage (Kittel 1956) and home 
(Gelperin 1974) over distances of meters in response to 
fluctuations in airborne odors. Odor cues can also be used 
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FIG. 1. Schematic diagram of the cerebral ganglion and superior tenta- 

cle of Limux muxzmus. The procerebral (PC) lobe receives input from the 
superior nose, consisting of olfactory neuroepithelium and digitate gan- 
glion, via the olfactory nerve as well as input from the inferior nose via the 
medial lip nerve. 

to condition the behavior of Limax with a breadth and 
effectiveness that rivals the results associated with verte- 
brate species (Sahley et al. 1992; Yamada et al. 1992). Sec- 
ond, anatomic and functional studies suggest that the cen- 
tral olfactory organ, the procerebral (PC) lobe, performs 
essential processing that regulates motor behaviors that are 
triggered by olfactory stimulation (Fig. 1). The PC lobe 
contains a relatively large number of neurons, - lo’, that 
form extensive interconnections within both cell-rich and 
process-rich regions; the latter is a confluence of extrinsic 
input and output fibers (Chase and Tolloczko 1993 ). Addi- 
tional anatomic studies show that the lobe is the dominant 
recipient of afferent input from both inferior and superior 
noses (Gelperin et al. 1993). Last, there is an observed link 
between odor-mediated activity in the lobe and activation 
of motor outputs (R. Gervais, K. R. Delaney, D. Kleinfeld, 
and A. Gelperin, unpublished observations; see also Chase 
and Tolloczko 1989). 

We focus on the dynamics of electrical activity in the PC 
lobe of Limax and ask the following questions. 1) What are 
the electrophysiological properties of neurons in the lobe? 
2) What are the spatiotemporal patterns of electrical activ- 
ity throughout the lobe? 3) What is the relation between 
these patterns and the electrophysiology of the underlying 
neurons? 4) What is the effect of perturbations on the pat- 
terns of activity? To answer these questions we make exten- 
sive use of optical imaging techniques in conjunction with 
dyes whose spectral properties are sensitive to membrane 
potential (Grinvald et al. 1988; Salzberg et al. 1973). Pre- 
vious studies by Cohen, Kauer, and others (Cattarelli and 
Cohen 1989; Cinelli and Salzberg 1990, 1992; Kauer 1988; 
Kauer et al. 1987; Orbach and Cohen 1983; articles in 
Schild 1990) suggest the utility of these techniques to study 
patterns of electrical activity in the intact olfactory system. 

Aspects of the work presented here have appeared in ab- 
stract form (Fee et al. 1992; Gelperin et al. 1992) and in a 
brief report (Delaney et al. 1994). Here we expand on the 
range of issues covered in the brief report and expound in 
detail on all aspects of our work. Particular emphasis is 
placed on exploring the large-scale dynamical behavior of 
electrical activity in the isolated lobe and in lobes subject to 
a spectrum of chemical and physical perturbations. Fur- 
ther, we show how the large-scale electrical activity of the 
lobe, observed optically, can be decomposed in terms of the 
observed electrophysiology of the underlying neurons. The 
effect of natural odor stimuli on the dynamics and the rela- 
tion of activity in the lobe to motor outputs will be pre- 
sented in a forthcoming work. 

METHODS 

Preparation 
PC lobes are removed from l- to 5-g animals that are hatched 

and raised in a controlled environment (Wieland and Gelperin 
1983). The animals are anesthetized by immersion in ice for 10 
min, after which the brain and buccal mass are quickly removed 
and transferred to chilled (3-5°C) isotonic saline composed ofthe 
following (in mM): 52 NaCl, 4.2 KCl, 7 CaCls, 4.6 MgCl,, 0.4 
NaH,PO, , 5 NaHCO, , 10 glucose, and 5 N-2-hydroxyethylpiper- 
azine-N-2-ethanesulfonic acid (HEPES) buffer, pH 7.61. The PC 

FIG. 2. Photomicrographs of, the desheathed isolated PC lobe. A: lat- 
eral view. A relatively dense layer of somata, 6-8 pm diam, extends across 
the apex to comprise the posterior face (top edge in this view) of the lobe. 
The anterior surface (bottom edge in this view) is comprised mainly of 
neuropil. B: posterior view. The major fraction of the cell layer is visible. 
Scale bar is 100 pm. 
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lobes appear as symmetrical protuberances from the cerebral gan- 
glion (Chase and Tolloczko 1993). They are severed from the 
cerebral ganglia near their attachment site, desheathed and pinned 
via nerves to a silicone elastomer-coated (Sylgard; No. 184; Dow 
Corning) dish for recording. For some optical measurements, 
lobes are embedded in 4% (wt/vol) low-melting point agarose 
(No. A-5030; Sigma, St. Louis, MO) to reduce motion (Mooney 
and Waziri 1982). 

The cell layer of the PC lobe is most clearly discerned from the 
layer of neuropil when the isolated lobe is positioned on its side 
(Fig. 2A ). Note how the cell layer surrounds the posterior face of 
the lobe and rolls around the tip that lies distal to the cerebral 
ganglion. The major part of the cell layer, except for those neurons 
that lie below the distal edge, is visible with the lobe positioned 
with the posterior face up (Fig. 2B). This orientation allows 
changes across the face of the cell layer to be imaged and offers 
greater mechanical stability. 

Fractions of lobes are prepared by surgically transecting a 
pinned lobe, isolated from the cerebral ganglion, with sharp micro- 
electrodes. For these preparations, the saline is augmented with 1 
mg/ml bovine serum albumin. The fragments are isolated in sepa- 
rate dishes and held in place by a cage of microdissection pins. 

Electrical measurements 
LFPs are obtained with large-bore (3- to 5-pm tip) glass elec- 

trodes, R 5 1 MQ, filled with isotonic saline. Signals are recorded 
with a patch-clamp amplifier (model EPC-7; List, Eberstadt, Ger- 
many) operated in the voltage-clamp search mode and subse- 
quently low-pass filtered at 30 Hz (model 113; Princeton Applied 
Research, NJ). Perforated patch recordings (Horn and Marty 
1988) are obtained with polished glass electrodes, R - 15 MQ, 
filled with 50 mM KCl, 3 mM MgCl,, 10 mM HEPES buffer, and 
0.1% (wt/vol) nystatin, pH 8.0 and connected to a patch-clamp 
amplifier (model EPC-7; List, Eberstadt, Germany) operated in 
the current-clamp mode; the antifungal antibiotic nystatin in- 
creases permeability of the membrane to monovalent cations. 
Whole cell patch recordings are obtained similarly, but without 
the use of nystatin. 

Staining and optical measurements 
We record voltage-dependent changes in the fluorescent yield of 

preparations stained with 1-( 3-sulfonatopropyl)-4-P-2-( di-n-bu- 
tylamino ) -6-naphthyl]vinyl]pyridinium betaine (di-4-ANEPPS; 
No. D 1199; Molecular Probes, Eugene, OR) (Loew et al. 1992). 
The dye is prepared as - 1% (wt/vol) stock solution in 70% (v/v) 
ethanol/ water and diluted to -0.002% (wt/vol) in isotonic saline 
just before use. This dilution scheme appears critical for good 
dispersion of the dye without the use of detergents. The prepara- 
tion is stained at room temperature for at least 1 h in excess vol- 
ume of the dye solution. 

The distribution of dye throughout the lobe is assayed by exam- 
ining thin sections of stained preparations. Lobes are immersed in 
a l-ml aliquot of fresh egg white, rapidly frozen in isopentane 
chilled in dry ice, transferred to a Bright cryostat (Hacker, Fair- 
field, NJ), sectioned at 6 pm along the distal-proximal axis, thaw- 
mounted onto No. 1 glass coverslips, and visualized with oil-im- 
mersion optics focused through the glass. We observe that the 
neuropil and cell layer are well stained ( Fig. 3A ) . Particularly 
heavy staining is present in fine processes that appear to closely 
follow the contours of faintly stained profiles (arrow in Fig. 3 B). 
These palely stained profiles could be identified as neurons on the 
basis of their size after counterstaining with cresyl violet (Fig. 3C), 
an indicator of cytoplasmic and nuclear material. Thus the volt- 
age-sensitive dye appears to predominantly stain fine processes 
between neurons in the cell layer. 

The optical system (Fig. 4) is based on an upright microscope 
(UEM; Zeiss, Thornwood, NY) modified for imaging at low mag- 
nification. Epillumination is accomplished with a 546 t 5-nm 
(center t HWHM) band-pass excitation filter (No. 546DF10; 
Omega, Brattleboro, VT), a 580-nm dichroic mirror (No. 580 
DRLP; Omega), and a 590-nm long-pass emission filter (No. 
OG590; Schott, Duryea, PA). The source is a 100-W quartz tung- 
sten lamp (Xenophot HLX; Osram, Berlin). The objective is ei- 
ther a f= 4 mm, 0.75 NA, x40 water immersion lens (No. 46- 17- 
02; Zeiss) or a f= 5.1 mm, 0.5 NA, X40 extra-long-working-dis- 
tance lens (No. 78776; Nikon, Garden City, NY). The power at 
the preparation is typically 5 pW. The emitted light is detected 
with either an array of seven photodiodes or a cooled charge cou- 
pled device (CCD). 

The array of photodiodes is constructed from EG&G model UV 
100 photodiodes (Montgomeryville, PA) arranged as a hexagonal 
lattice and situated at the back focal plane of the objective (Fig. 4). 
The output current of each diode is linearly proportional to the 
intensity of emitted light in its field of view, - 1.5% of the total 
field or a 40-pm-diam spot. The output current is fed to an opera- 
tional amplifier (No. OPA 111; Burr-Brown, Tuscan, AZ) config- 
ured as a current-to-voltage converter with a 10 9 Q feedback resis- 
tance and situated immediately behind the diode. The resultant 
voltage is high-pass filtered at 0.03 Hz ( l-pole RC filter with elec- 
tronic reset ), further amplified and low-pass filtered at 35 Hz ( 5- 
pole Butter-worth filter; No. LTC 1062; Linear Technology, Milpi- 
tas, CA). The limiting source of noise is photon statistics (shot 
noise). 

The average transmembrane voltage change in the field of each 
detector is linearly proportional to the fractional change in emit- 
ted light, i.e. 

Wt) F(t) - F 
AV(t)--a~=-a~ (0 

where CY is a constant of proportionality, F(t) is the intensity of 
emitted light measured at time t and 

1 T 
F=y 

s 
dt F(t) 

0 
(2) 

is the time-averaged output. The constant CY is, in general, species 
and preparation specific (Delaney et al. 1992; Ross and Reichardt 
1979); here CY II lo4 mV. Given the small size of the average 
transmembrane potential in the lobe (RESULTS) relative to cy, 
AF( t) is well approximated by the high-pass filtered detector out- 
put, and F is well approximated by the unfiltered detector output. 
The optical signal we report is the ratio -AF/F = -AF( t)lF. 

The CCD camera (model CH220 with Thomson 7883 detector, 
500 kHz 12-bit analog-to-digital converter and NuBus interface; 
Photometrics, Tuscan, AZ) operates in frame-transfer mode 
(Lasser-Ross et al. 199 1) under the control of a Macintosh IIfx 
computer (Apple Computer, Cupertino, CA). The image present 
at the back focal plane of the objective is demagnified and focused 
onto a -2 mm by 2 mm region of the CCD with a projection and 
zoom lens assembly (Fig. 4) constructed from optical bench com- 
ponents ( Microbank series; Spindler-Hoyer, Milford, MA). Con- 
secutive images of the entire field, with a typical resolution of 6 pm 
per pixel for a 90 X 90-pixel image, are acquired at frame rates up 
to 16 Hz. Subregions of the field can be acquired at proportion- 
ately higher rates. 

Images are analyzed with the Interactive Display Language (Re- 
search Systems, Boulder, CO) graphics package run on a Sparcsta- 
tion 2 (Sun Microsystems, Mountain View, CA). The intensity of 
emitted light at time t for a CCD element centered at (x,y), where 
x, y, and t are discrete variables, is denoted F(x,y,t). The optical 
signal derived from F( x,y, t) is presented in one of three ways (Fig. 
5 ) . 1) The first way is two-dimensional spatial maps ( Fig. 5A ) . 
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FIG. 3. Photomicrographs of a stained preparation. A : fluorescent image of a stained section. Note the clear delineation 
between the cell layer and neuropil and the uniform staining of the neuropil. Scale bar is 100 pm. B: higher magnification 
fluorescent image of a stained section. Note the staining of membrane and interstitial regions only in the cell layer. Scale bar 
is 10 pm. C: mixed bright-field and Normarski image of a companion section to that shown in B that is stained with cresyl 
violet to highlight cytoplasmic material. Note the dark somata and light, unstained processes. Scale bar is 10 pm. 

Each map is spatially filtered by convoluting the original image 
with a triangular window, typically 5 pixels on edge. Different 
levels of change in emission are coded by false-color. We chose a 
scheme with yellow/red indicating depolarization (-AF/F > 0) 
and blue/violet hyperpolarization (-AF/F < 0). The bound- 
aries of each map are determined from the fluorescent image 
F(x,y,t = 0). 2) The second way is space-time maps of activity 
along 2 (Fig. 5 B). The optical signal along a specified length of 5 is 
averaged to form a one-dimensional stripe along 2. 3) The third 
way is line plots of the change in optical signal versus time for 
select regions (Fig. 5C). A box is defined that encompasses the 
desired region, and the average fractional change in fluorescence 
within the box is calculated. 

RESULTS 

Electrophysiology of individual neurons 

The characteristics of neurons across the posterior sur- 
face of the cell layer are surveyed with intracellular record- 
ing techniques. As the neurons are small, -6-8 pm diam, 
we typically make use of the perforated-patch technique 
(Horn and Marty 1988 ) . We also record the LFP ’ in the 
vicinity of the patch electrode as a means to facilitate com- 

’ The LFP is a measure of current flow through the extracellular space. 
Its shape and polarity depend of the distribution of ionic current flow in 
the preparation and on the depth of the tip of the electrode. Close to the 
surface of the cell layer the LFP is primarily positive going, whereas deep in 
the cell layer it is negative going (Gelperin et al. 1993 ) . 

parisons between cells. Two classes of intracellular re- 
sponses are observed over a sample of 77 successful perfo- 
rated-patch recordings. 

Neurons in one class, denoted busting neurons, comprise 
- 10% of the sample and produce periodic bursts of action 
potentials (Fig. 6A). The period at room temperature is 
- 1.4 s, as previously observed in the field potential (Gel- 
perin et al. 1993). Several characteristic features are asso- 
ciated with the bursts. I ) Each burst coincides with an event 
in the LFP. 2) The instantaneous rate of firing within a 
burst tends to accelerate toward the end of a burst. 3) The 
bursts are followed by a period of hyperpolarization and 
subsequently a depolarizing afterpotential (arrow in Fig. 
6A ) . It is unclear to what extent the hyperpolarization is 
derived from synaptic input or represents a hyperpolarizing 
afterpotential. 4) There is a small but significant chance’ 
for spikes to occur concomitant with the depolarizing after- 
potential. In the case of a single spike, there is no event in 
the associated LFP (* in Fig. 6B). However, when two or 
more spikes occur, as is typical in these double events, there 
is an associated double event in the LFP (* * in Fig. 6 B) . 

2 The occurrence of double events varies greatly between preparations. 
A “typical” preparation produces double events approximately every 20 
periods. However, some preparations produce no double events for times 
on the order of 10’ periods. Maintaining a lobe in a restricted space that is 
not perfused appears to lead to a high prevalence of double events; this 
suggests that they are triggered by the release of endogenous modulators. 
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FIG. 4. Schematic of the experimental setup used for simultaneous 
electrical and optical measurements and for imaging large-scale activity in 
the lobe. The optical system consists of an epillumination microscope with 
additional lenses to conveniently control the size of the image projected 
onto the charge coupled device (CCD) array. In detail, the real image 
present at the back focal plane of the objective is imaged at infinity by the 
projection lens (.f = 160 mm) and subsequently focused onto the CCD 
array by the video zoom lens (typically set at . f  = 16 mm for an overall 
magnification of ~4 with a .f= 4-mm objective). The field lens (f= 300 
mm) prevents vignetting. 

Neurons in the second class, denoted nonbursting neu- 
rons, are the major fraction of cells in the lobe and do not 
produce periodic bursts of action potentials. The character- 
istic features associated with these cells are as follows. I) 
They exhibit strong, periodic inhibitory postsynaptic po- 
tentials (IPSPs) during every event in the LFP (Fig. 74. 
This includes double events (Fig. 7B). Previous work 
shows that the IPSP reverses at approximately the expected 
Cl- reversal potential (Gelperin et al. 1993). 2) The aver- 
age rate of spiking is low, 0.5 spikes per period. However, a 
few cells show as many as 6 spikes per period. 3) Double 
events in the LFP appear as consecutive hyperpolarizations 
( ** in Fig. 7 B) . The amplitude of the second hyperpolariza- 
tion is less than that of the first, again consistent with only 
partial repolarization of the cell. 

The relatively low density of bursting neurons in the lobe 
prevents us from making simultaneous intracellular mea- 
surements on both bursting and nonbursting neurons. On 
the other hand, given that the intracellular measurements 
are accompanied by measurements of the LFP, we can esti- 
mate the relative timing between the intracellular potentials 
of the two classes of cells. We leave one pair of intracellular 

and LFP records unchanged, dilate the time scale of the 
second pair of records to account for differences in the pe- 
riod of the oscillation, and then align the LFPs from the two 
separate measurements. This is shown for a bursting and 
nonbursting neuron situated near the middle of the lobe 
(Fig. 8). The onset of the hyperpolarization occurs close to 
the trailing edge of the burst. Collectively, our results sug- 
gest, but do not prove, that the hyperpolarization in non- 
bursting cells is driven by multiple spikes from the bursting 
neurons. 

Dual-site electrical measurements 

Is there a spatial structure to the oscillatory activity in the 
lobe, as has been suggested for the oscillations in the mam- 
malian olfactory bulb (Freeman 1978)? To examine this 
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FIG. 5. Schematic of the data analysis procedures used to calculate op- 
tical signals from successive 2-dimensional images of emission from 
stained lobes. The pixel structure of the CCD is caricatured as an 8 X 10 
grid. Regions that correspond to the reported optical signal are highlighted 
by thick lines. A : 2-dimensional spatial map. The change in emission for 
all pixels that encompass the lobe is reported (e.g., Fig. 14A). B: l-dimen- 
sional spatial map. The optical signal is calculated for a narrow stripe 
parallel to the long axis (2) of the lobe (e.g., Fig. 16A). C: no spatial 
dimensions. The optical signal is calculated for a few spots on the lobe 
(e.g., Fig. 14B). 
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TIME 

FIG. 6. Intracellular recordings from a bursting neuron along with the 
simultaneous recorded local potential (record 10.11.90.3). Note that the 
scaling of the local field potential (LFP) is arbitrary. A : typical behavior. 
Note the regular, periodic bursting and the depolarizing after-potential 
(arrow). B: behavior during an epoch of extra spikes. The occurrence of a 
single extra spike (*) does not lead to an extra event in the LFP, whereas 
the occurrence of 2 or more spikes does ( * *). 

possibility we perform simultaneous intracellular measure- 
ments on cells at nearly opposite ends of the cell layer in a 
preparation with posterior exposure (n = 6). Measure- 
ments are made with conventional whole cell patch rather 
than perforated-patch techniques; the later technique re- 
quires that cells be patched within the diffusion time for 
nystatin to reach the pipette tip (METHODS), and this con- 
straint proved too confining for dual-site measurements. 
We observe similar waveforms at sites spaced -300 pm 
apart with respect to the long axis of preparations (Fig. 9). 

CL 
l.L 
-I 

TIME 

FIG. 7. Intracellular recordings from nonbursting neurons along with 
the simultaneous recorded local potential. Note that the scaling of the LFP 
is arbitrary. A: typical behavior. Note the regular, periodic inhibitory post 
synaptic potentials and the low probability of spikes ( V,,, = -57 mV; 
6.16.92). B: records from a preparation that shows double events. Note 
that the 2nd of the 2 events (* *) has a reduced magnitude ( vrest = -58 mV; 
10.19.90.4). 
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- Is 

TIME 
FIG. 8. Relative timing between the output of bursting and nonburst- 

ing neurons. A record of a bursting cell (solid line; 10.11.90.3) and one of a 
nonbursting cell (hatched line; 9.17.92-l ), taken from the same location 
on different preparations, are combined to estimate the relative timing 
between events in the 2 cell types. The concomitant LFPs are taken from 
sites close to the intracellular electrode and deep in the cell layer. To over- 
lay the records, we 1 st linearly expanded the time base of the record for the 
nonbursting cell (by 36%) to match the periodicity of the record for the 
bursting cell. We then aligned the LFPs of the 2 records by their leading 
edges. 

There are, however, clear differences in timing, as seen ei- 
ther in the onset time for the hyperpolarization or in the 
time-to-peak. This shows that there are steady-state phase 
differences in electrical activity across the lobe. 

We note for completeness that simultaneous measure- 
ments of the LFP may give ambiguous results for assaying 
differences in timing across the lobe. First, the shape of the 
signal depends on the depth of the electrode (Gelperin and 
Tank 1990). Second, the LFP reports the average intrinsic 
and synaptic currents that flow through the extracellular 
space. The spatial extent of this average may be a significant 
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FIG. 9. Simultaneous dual-site whole cell measurement from non- 

bursting cells in the lobe. The fast events are attenuated spikes that result 
from leaky seals in these recordings ( 7.8.92 ) . 
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fraction of the size of the lobe. This may have precluded the 
detection of phase differences in previous studies (Gelperin 
et al. 1993). 

Optical measurements at select locations 

As a means to routinely measure the large-scale electrical 
activity across the lobe, we evaluate optical methods based 
on the use of voltage-sensitive dyes that report the cell 
membrane potential (Grinvald et al. 1988). We consider 
first measurements from single locations, 50 ,urn diam, on 
preparations positioned on their side (Fig. 1 OA ). This orien- 
tation of the lobe allows us to sample the entire cell layer 
and the neuropil. We observe periodic output from all loca- 
tions (Fig. 10, B-G), although the detailed shapes of the 
waveforms recorded from the cell layer vary systematically 
along the longitudinal axis of the lobe. The optical signal 
has a sharply rising triangle-wave shape at the distal end 
( Fig. 1 OB), a sharply falling triangle-wave shape at the ex- 
treme proximal end ( Fig. 1 OF), and a peaklike character at 
mid locations (Fig. 10, D and E). The signals at the distal 
end show weak but consistent evidence of an early, depolar- 
izing event (asterisk in Fig. 10, B and C; see also Fig. 17) l 

Signals recorded from regions of essentially pure neuropil 
have a triangle-wave shape similar to that seen near the 
distal end (cf. Fig. 10, B and G) and are smaller in ampli- 
tude than those observed from the cell layer. Last, there are 
no signs of photodynamic damage for illumination times 
up to at least 90 min. 

Relation between optical and electrical signals 

The above results (Fig. 10) show that optical methods 
provide a reliable means for measuring local, oscillatory 
activity in the lobe. To interpret the optical signals in terms 
of the intracellular potentials of the underlying neurons, we 
performed simultaneous intracellular and optical measure- 
ments. In particular, the intracellular potential in nonburst- 
ing neurons is recorded simultaneously with the optical sig- 
nal in an -50-pm field that encompasses the cell. We con- 
sider first neurons situated near the distal part of the lobe 
(Fig. 11 A). The oscillations in both electrical and optical 
records show the same waveform, and the signals are per- 
fectly in phase with each other. Close examination of the 
records reveals that both slow fluctuations and relatively 
fast events in the intracellular potential are consistently re- 
flected in the optical record (e.g., corresponding arrows in 
Fig. 11 A). These similarities imply that the optical signal 
accurately reports the electrical activity of the nonbursting 
cells in distal regions of the lobe. 

The relation between the intracellular signal and the con- 
comitant optical signal measured from the middle part of 
the lobe is similar to that seen at the distal end (Fig. 11 A), 
with the exception that optical signals recorded from mid- 
dle regions often show relatively sharper positive peaks 
(Fig. 11 B). The timing of these peaks is consistent with the 
burst of action potentials that precedes the hyperpolariza- 
tion (Fig. 8). 

The relative contribution of the bursting cells to the opti- 
cal signal from the middle region of the lobe is assessed in 
two complementary ways. In the first assessment, we com- 

TIME 

FIG. 10. Optical measurements from different sites on the lobe; lateral 
exposure. These are not simultaneous recordings. Each measurement 
corresponds to the signal at a -50~pm spot (2.10.92). A : cartoon of the 
lobe, with locations of recording sites. B-F: signal from sites in the cell 
layer, as indicated in A (2.5.92.540, .552, .247, .5 17, .462). The asterisks in 
B and C indicate weak, early depolarizing events. G: signal from a site with 
mostly neuropil(2.5.92.65 1). Note that the scale is the same in all panels. 
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A DISTAL B MIDDLE 

IOmV 

TIME TIME 
FIG. 11. Simultaneous optical and whole cell patch measurements; lateral exposure. In these measurements, both signals 

were filtered with identical 5-pole Butterworth low-pass filters (METHODS). A: record from a location at the extreme distal 
end of the lobe (6.11.92.2). The 2 pairs of arrows highlight fast events that are present in both electrical and optical records. 
B: record from a location at the middle of the lobe (6.14.92.2). 

pare the optical signal with the simultaneously recorded 
LFP during double events (* in Fig. 12). We observe the 
typical broad optical signal concomitant with single events 
in the LFP (cf. Figs. 11 C and 12) but only a positive peak 
after each of the two events is essentially identical. We recall 
two features of the intracellular records toward interpreting 
these data. First, the magnitude of the hyperpolarization in 
nonbursting cells is reduced on the second event compared 
with that of the first (Fig. 6B) because of the slow recovery 
of the IPSP. Second, the amplitude and number of action 
potentials in bursting cells is similar during both the first 
and second bursts (Fig. 5 B). Thus the change in the optical 
signal during the second of the two events (* in Fig. 12) is 
likely to reflect the change in behavior of the nonbursting 
cells. 

* 
Juti\ 1 

1x1o-3 

-1s 

In our second assessment we compare the optical signal 
with the simultaneously recorded LFP during a period in 
which electrical activity in the nonbursting cells is tran- 
siently quenched (n = 3). A weak shock to the neuropil 
results in a local depolarization that induces widespread 
hyperpolarization throughout the lobe (imaging data not 
shown). Before the shock, the optical record shows the nor- 
mal train of IPSPs, and the LFP indicates the concomitant 
inhibitory currents (Fig. 13). After application of the 
shock, we observe a deep, prolonged hyperpolarization in 
both records. The subsequent repolarization is accompa- 
nied only by fast, sharp depolarizing events in the optical 
record and fast inward currents (negative going peaks) in 
the LFP (* in Fig. 13). We interpret these fast events as 
rapid, synchronous firing by the bursting cells. The normal 
waveform begins to reappear in both the optical and electri- 
cal records - 5 s after the shock, although the fast events are 
maintained for up to 30 s. 

We conclude that the peak of the optical signal coincides 
with the burst of action potentials in bursting cells (proba- 
bly the trailing edge of the burst, Fig. 8) and with the onset 
of the inhibitory input to the nonbursting cells. The trian- 
gle-like component of the optical waveform reflects the 
time course of the IPSPs in nonbursting cells, whereas the 
peaked component reflects the burst of action potentials in 
bursting cells. These results imply that any difference in the 
timing of optical signals observed in images of the lobe will 
correspond to differences in subthreshold and suprathre- 
shold activity of the underlying neurons. Further, the above 
data suggest that bursting cells make a relatively larger con- 
tribution to the optical signal at locations near the middle of 
the lobe versus those at the distal end; we return to this issue 
in the context of time-resolved images of activity across the 
lobe (Fig. 16). 

TIME 

Imaging of large-scale activity 

Spatiotemporal maps of electrical activity are inferred 
FIG. 12. Simultaneous optical and LFP measurements from a mid-dis- from optical images of the change in emission (Fig. 5 A). 

tal location in the lobe during a double event (*; 10.23.9 1.8). We observe a wave of depolarization, followed by hyperpo- 
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FIG. 13. Simultaneous optical and LFP measurements from the mid- 
dle of the lobe. Three weak shocks ( 100 PA delivered for 1 ms at 20-ms 
intervals) are delivered to a central region in the neuropil. Note the fast 
events that occur during the repolarization after the shock (*; 7.25.23s, 
7.25.92.1052). 

larization, that travels along the axis of the preparation 
from the distal end toward the cerebral ganglion (Figs. 14 
and 15). The direction of the wave is consistent with the 
timing differences observed in the dual-site intracellular 
measurements ( Fig. 9 ) . Viewed laterally ( Fig. 14A ) , depo- 
larization begins near the distal end of the lobe among cell 
somata and, concomitantly, relatively weak depolarization 
begins more proximally within an anterior region of neuro- 
pi1 (cf. black and red plots in Fig. 14 C). The stronger depo- 
larization traverses the length of the cell layer, as shown by 
the red region in Fig. 14A, until it ebbs (cf. black and red 
plots in Fig. 14B). The propagation of depolarization is 
followed by a similar propagation of hyperpolarization. Fi- 
nally, the cycle begins anew. 

When the entire cell layer is observed in a posterior expo- 
sure, depolarization and subsequent hyperpolarization are 
seen to begin at the distal tip (Fig. 15, A and C). They move 
as a continuous band across the surface of the lobe.3 Under 
optimal conditions, activity is seen to propagate past the 
cell layer and slightly into the cerebral ganglion before it 
ebbs (Fig. 15 A). The shape of the waveform is essentially 
uniform within a band (cf. black and red bands in Fig. 
15 B), but varied along the direction of propagation (cf. 
black and red bands in Fig. 15 C) similarly to that seen with 
the lateral exposure (Fig. 14). Note that a posterior expo- 
sure of the preparation offers mechanical stability that is 
crucial for experiments with odor stimuli, but that the full 
extent of the timing difference between distal and proximal 
ends is often difficult to discern because of the substantial 
overlap of cells at the distal end (Fig. 2A). Thus we typically 
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record only part of the phase difference between distal and 
proximal ends of the lobe. 

We previously argued that the optical signal contains 
contributions from bursting and nonbursting neurons. We 
now consider the decomposition of spatiotemporal images 
of the electrical activity in the lobe into the separate contri- 
butions from the two cell classes. On the one hand, this 
analysis serves to quantify our previous arguments regard- 
ing the interpretation of the optical signal in terms of the 
underlying intracellular events. On the other hand, it pro- 
vides a map of the spatial distribution of the two cell classes 
along the length of the lobe, along with a map of as yet 
uncharacterized intracellular signals. 

Electrical activity is imaged along a relatively narrow 
stripe ( - 100 pm) along the middle of the face of the lobe 
(Fig. 5 B). We achieve a relatively high frame rate with this 
reduced image (27 Hz; METHODS) and, by averaging pixels 
along the transverse direction, a relatively high signal-to- 
noise ratio. The resulting space-time map is shown in Fig. 
16A, and the average over six periods is shown in Fig. 16 E. 
Because the electrical activity appears uniform along the 
transverse axis of the unperturbed lobe (Fig. 15 B), these 
one-dimensional images in the longitudinal axis capture 
the complete spatial variation of activity. In the central re- 
gion of the stripe, we observe a band of depolarization (red) 
immediately followed by successive bands of hyperpolariza- 
tion (blue). This sequence is consistent with our previous 
analysis of the relation between the optical and intracellular 
signals. The instantaneous slope of these bands corresponds 
to the speed of the wave ( - 1 mm/s for the present data). 
The break in the band of hyperpolarization (green area in 
box of Fig. 16 E) corresponds to the depolarizing after- 
potential of bursting cells (arrow in Fig. 6A) that adds to 
the hyperpolarization of the nonbursting cells. At distal lo- 
cations in the stripe we clearly observe a relatively early 
depolarizing event (* in Fig. 16 E), as suggested by spot 
measurements (Fig. 10, B and C). At the proximal end the 
depolarization ebbs, although there is still periodic hyperpo- 
larization. The form of the signals at either end of the lobe is 
different from that suggested by our previous analysis of the 
relation between the optical and intracellular signals. 

We now consider quantitatively the relation between the 
optical signal along the longitudinal axis and the observed 
intracellular signals. Our analysis makes use of two assump- 
tions. First, we recall that fine processes make the dominant 
contribution to the optical signal ( Fig. 3). We assume that 
the neurons are nearly equipotential, so that intracellular 
potentials recorded at the soma reflect the potential 
throughout their processes. Second, we assume that the rela- 
tive phase between the bursting and nonbursting cells at 
each location along the lobe is fixed4, whereas, in fact, we 
have only established the phase relation at the middle of the 

4 More generally, the bursting cells and the nonbursting cells may 
be allowed to have independent phase delays in our analysis, i.e. 
-AF(x,t)/F(x) = A,(x)AVb[t + Q,(X)] + A,(x)AV,# + 7,&x)], where 
q,(x) and 7J x) are the phase delays for bursting and nonbursting cells, 
respectively. In practice, the fit of this function to the data appeared good 
but is numerically unstable in spatial regions where the fit with a single 
phase delay had a relatively large residual. 
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lobe (Fig. 8). Given these assumptions, the fractional 
change in emission at each location in the stripe, AF( x, t )/ 
F(X) (Fig. 5 B), is expressed in terms of contributions from 
bursting and nonbursting cells, A Vb( t ) and A Vn ( t ) , respec- 
tively. We seek to approximate the relation 

AFkO 
- - = A&)AV,[t + T(X)] + A,(x)AV,[t + T(X)] 

F(x) 
(3) 

for each value of x, where T(X) is the phase delay along the 
longitudinal axis and Ab( x) and A,(X) are the amplitudes 
of the contribution from bursting and nonbursting cells, 
respectively. Equation 3 cannot be satisfied at each value of 
space and time. A best approximation for the three un- 
known functions is found by minimizing the square of the 
difference between the two sides of Eq. 3 over all values of 
time t (APPENDIX). The results of our analysis are shown in 
Fig. 16, B-D, F, and G. 

We observe that the phase delay T(X) is essentially linear 
along the length of the lobe (Fig. 16 B) . Thus, insofar as Eq. 
3 is a valid approximation, the onset of bursting and subse- 
quent hyperpolarization varies linearly with distance along 
the lobe. The absolute contribution from bursting cells5 to 
the optical signal reaches a maximum at the central region 
of the lobe and is barely significant at the distal end (red line 
in Fig. 16C). On the other hand, the contribution of the 
nonbursting cells plateaus at its maximum value along the 
distal region and decreases roughly linearly between the 
middle and proximal end (black line in Fig. 16C). The 
relatively large contribution of bursting versus nonbursting 
cells at the distal end is consistent with the simultaneous 
electrical and optical measurements (Fig. 11 A). The pres- 
ence of bursting and nonbursting signals at the middle of 
the lobe is consistent with the waveforms recorded at se- 
lected spots (Figs. 10, C and D, and 11 B). 

The present analysis shows that, in the central region of 
the lobe, -80% of the optical waveform is accounted for in 
terms of bursting and nonbursting cells with a fixed, relative 
phase relation. Toward the distal end the fit is less good, and 
the present analysis provides clear evidence for an early 
depolarizing event (see also Fig. 10, B and C). Whether this 
represents a population of bursting cells that fire relatively 
early compared with the onset of the IPSP in the nonburst- 
ing cells, or a new class of neurons is unknown. Last, the fit 
at the extreme proximal end of the lobe is poor. This reflects 
in part the lack of a rapid depolarizing event (see also Fig. 
10 F) and in part the decreased signal amplitude and signal- 
to-noise ratio. 

Behavior of modified preparations 

The direction of propagation of the wave in the isolated, 
unperturbed lobe is distal to proximal (Figs. 9 and 14- 16 ) . 
We consider two extreme possibilities for the origin of the 
directionality. I ) It is imposed by dynamics, e.g., a spatial 
gradient of excitability in a network with diffusive connec- 

’ The optical signal is proportional to the membrane area of the active 
neurons within the volume that contributes to a particular detector. Thus 
the maximum contribution from the bursting and nonbursting cells may 
be approximately equal even if there is a large disparity in the relative 
number of somata from the two cell classes. 

tions. 2) It is imposed by a neuronal architecture with unidi- 
rectional synaptic connections that run distal to proximal. 

To distinguish between these two possibilities, we first 
consider the detection of a gradient of excitability along the 
longitudinal axis of the lobe. In principle, such a gradient 
will be manifest as a monotonic increase in the period of 
oscillation of isolated sections of the lobe cut normal to the 
longitudinal axis, with the shortest period occurring at the 
distal end. This assay, of course, assumes that surgically 
isolated fragments of the lobe will oscillate. We tested this 
possibility in lobes successively reduced to 0.5,0.2, and 0.1 
of their original size (METHODS). We observe that the larg- 
est fragments, 0.5 lobe, made from either distal or proximal 
portions of the lobe (n = 6) always oscillate, as measured 
optically (Fig. 17A) or via the LFP. Subsequent fragments 
of 0.2 and 0.1 lobe (n = 3) that are taken from the middle to 
proximal region of the lobe also oscillate, but similarly sized 
sections from the extreme distal end switch between oscilla- 
tory and nonoscillatory behavior (Fig. 17 B) .6 Last, the 
early depolarizing event seen at the distal end of intact lobes 
(asterisk in Figs. 10, B and C, and 16 E) is present in both 
fragments (* in Fig. 17, A and B). 

We observe that the period of oscillation for isolated dis- 
tal 0.5 lobes is significantly shorter than for isolated proxi- 
mal 0.5 lobes, i.e. 

Tdistal ~ = 0.8 + 0.1 
T proximal 

where the mean and standard deviation of the mean are 
calculated from the ratios of measurements on six prepara- 
tions. This result strongly suggests that there is a gradient of 
excitability in the lobe, although not necessarily a linear 
gradient, with distal regions more excitable than proximal 
regions. 

To determine whether the underlying connectivity is, at 
least in part, multidirectional, we consider experiments de- 
signed to modify the direction of the wave. The first set of 
experiments involves the use of surgical techniques to make 
a small cut in a lobe that prevents the normal propagation 
of activity. A particularly clean example of a change in prop- 
agation is seen in a posterior view of a preparation with a 
small cut along the lateral edge (Fig. 18). Depolarization 
begins at the edge near the cut and propagates laterally 
across the preparation ( Fig. 18A, frames 6-8, and Fig. 
18 B). Only then does the depolarization course along the 
distal to proximal axis (Fig. 18C), as in normal prepara- 
tions. 

As a means to reverse the direction of wave propagation, 
we consider chemically induced changes in excitability of 
the lobe. Our goal is solely to address an issue of principle 

6 This result shows that the distal end of the lobe, which apparently 
contains relatively few bursting cells (Fig. 16 B), can produce oscillations. 
The oscillations are likely to be the manifestation of the early but weak 
periodic depolarization at the distal end. Note that the rapid switching 
between a state that oscillates near the normal frequency of the lobe and 
one without oscillations suggests that local dynamics at the distal end are 
the result of a Hopf bifurcation, in which periodic motion with small am- 
plitude and high frequency forms about a destabilized state as a control 
parameter is varied beyond a critical value, as opposed to a saddle node 
bifurcation, in which periodic motion with large amplitude and low fre- 
quency forms (Guckenheimer and Holmes 1983 ). 
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about the dynamics in the lobe. and, as such, we evaluate 
the effect of modulatory agents’ and changes in the concen- 
tration of ionic species on the wave motion without regard 
to the detailed pharmacological basis of the induced 

I’ In addition to the effect of known modulators (Gelperin Ed al. 1993: 

Rhines 1989) on the period of oscillations. we found that micromolar 
concentrations of acetylcholine or carbamylcholine substantially decrease 

the period of oscillations. 

changes. The strongest indication for a reversal ofthe direc- 
tion of the wave is observed with reduced ionic concentra- 
tions of chloride: 24.2 mM versus 79.4 mM Cl- in standard 
saline. with gluconate replacing Cl. It is likely that Cl is the 
permeant ion for the IPSPs seen in nonbursting cells (Gel- 
perin et al. 1993) and that our manipulation should raise 
the reversal potential for Cl by 30 mV. Note that replace- 
ment ofC1 by gluconate may affect intrinsic cellular proper- 
ties through a change in osmotic balance. 
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FIG. 15. Propagation of clcctriral waves along the lobe; posterior view ( 3.27.Y2.6.\ ). This particular preparation shows 
propagation that extends into the cerebral ganglion. 1: CCD sequsnce of images of activity during a single period. Parame- 
ters: I I? ms/franie. .II:/F( max/min) - 10.0015, scale bar 100 pm. R: optical signal -1rF‘/f.‘\:s. time for 2 locations at 
the distal end of the lobe but on different lateral cdgcs: xc boxes in .4. C: optical signal for a location at the distal end ( red) 
and one at the proximal end (black I: see bows in. 1. Scale bar is -AFib’ _ 0.00 I. The asterisk in Rand C‘corrcsponds IO the 
time of Irrnwe .? in .-I 
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FIG. 16. Space-tlmc analysis of electrical acuwr~ along the direction of propagation (7.13.9 1.4.~). :I: sequence of the 
electrical activity imaged along a strip coincident with the longitudinal axis of the lobe. The srrip is 30 pixels wide by IOH 
pixels long. The data along the short axis are summed to reduce the spatial dimensions to 1. We plot acti\.ity vs. space. 1. and 
time. 1. for 4 periods. Paramctcrs: 37 ms/frame. -AF/F( max/min) ~ iO.0033. There are 3X frames per period ( T  I .J s). 

B: the calculated phase delay r(.\v). plotted normalized by the period. T  The thin black line has o slope of I. 1 mm/s. C‘: the 
calculated amplitudes ;lb( ,A) for bursting cell contribution (red) and ..I,( s) for nonbursting cells (black). II: the root-mcan- 
square residual hetween the optical data and the lit (Eq. A.5). The minimum \‘aluc (dashed line) is 20’:. E: average of the 
optical signal over 6 periods. Same scale ;1s in ,1, F: calculated image from the fit of the intracellular records, i.e.. :I,,(.\-) 
.Il’,[r t &XV)] t .d.(~r).Il’“[~ + r(x)]. Same scale as in .-I. G: difference between the average optical signal (D) and the 
calculated fit (I:‘). Same scale as in .A. 

Wa\!e propagation is observed before, during. and after earlier at the distal versus the proximal end (Fig. 19 B). In 
the application of low [Cl-] saline to the preparation (Fig. low [Cl-] saline the period of oscillation is lengthened by 
19). We observe normal wave propagation in standard sa- -50%. to -2 s, and new patterns of electrical activity 
line (fi-cl?~c~ l-7 in Fig. 19.4), i.e.. depolarization occurs emerge (Fig. 19C). Often, depolarization begins at the 
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FIG. Il. Activity in 3 surgically reduced preparation ( 2.15.97 ). .-1 : optical signal ( photodiodc signal ~mAf,‘/F) from the 

distal end ofthe isolated distal one-halfofthc lobe. Note the regular rhythmicity. B: optical signal from the iwlated distal end 
of the same lotx. This fragment corresponds to the site mcasurcd in .4. It is cmtxdded in agar to prcwnt motion and is onl! 
slightly larger than the hcam spot ( -70 gm diam). Note the intermittent rh)thmicity. 

proximal end ofthc lobe (franc 13 in Fig. 19C’) and spreads low [Cl -1 saline. Regardless of the mode of action of reduc- 
distal]>; (/i-UHW 20 in Fig. 19( ‘) until it ebbs along the distal ing [Cl 1, these results demonstrate that the direction of 
edge (/UUW 30 In Fig. 19C). These cvcnts correspond to a wave propagation can reverse. 
reversal of the normal wave motion, with depolarization In toto, the results from the above series of experiments 
now occurring first at the proximal versus distal end (Fig. imply that there is a gradient of excitabilit? along the lobe. 
I9 II). The frequency of oscillation and direction of propa- with cells at the distal end more excitable than those at the 
gation returned to their original values after wash out ofthe proximal end. but that the underlying connectivity in the 
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lobe can support the flow of electrical activity in all direc- 
tions. Thus the normal direction of propagation is likely to 
be set by a gradient of excitability in a network with projec- 
tions that run in all directions and it is not set by unidirec- 
tional connections that run distal to proximal. The extent 
of anisotropy in connectivity is, however, unknown. 

Double events and spatial synchrony 

The state with periodic, propagating waves ( Figs. 14- 16 ) 
is the dominant pattern of electrical behavior of the unper- 
turbed lobe. However, as discussed in the context of the 
intracellular records (Figs. 6 B and 7 B), the rhythmic pat- 
tern of activity is occasionally interrupted by double events. 
We image the electrical activity of the lobe before and dur- 
ing these events to ascertain whether they modify the propa- 
gation of waves across the lobe. Normal propagation is ob- 
served before the double event (f?ames l-l 4 in Fig. 20A ) , 
but a transient collapse of the phase difference between the 
distal and proximal regions of the lobe occurs during the 
first of the pair of bursts (f?ame 19 in Fig. 20A ). The phase 
gradient is partially reestablished by the second burst 
(frames 22-25 in Fig. 19A), after which the normal pattern 
of activity resumes. The detailed time dependence of the 
double event is shown in the plots of Fig. 20B. 

The transient synchrony seen here (Fig. 20) occurs in 
isolated lobes (n = 5) and in preparations with the nose 
attached ( n = 3). These data show that the lobe transiently 
supports a spatially uniform state in addition to the com- 
monly observed state in which electrical activity propagates 
unidirectionally across the lobe. 

DISCUSSION 

We used electrical and optical methods to identify waves 
of electrical activity that propagate across the surface of the 
PC lobe of Limax, the central olfactory network in this 
animal. This approach allowed us to identify and character- 
ize the large-scale features of the spatiotemporal dynamics 
and relate these dynamics to the activity of the underlying 
neurons. 

Dynamics and the underlying circuitry 

Details of the circuitry within the lobe are largely un- 
known, although qualitative ultrastructural examination of 
the lobe in a related mollusk failed to detect large numbers 
of synaptic contacts as defined by classical criteria’ (Chase 
and Tolloczko 1993 ) . Nonetheless, analogies between the 
dynamics reported here and theoretical understanding of 
excitable media (Murray 1989) allow us to draw tentative 
conclusions about that circuitry. 1) The phase gradient orig- 
inates from a spatial gradient of excitability along the lobe. 
Consistent with this hypothesis is the observed tendency for 
surgically isolated distal ends of the lobe to oscillate faster 
than isolated proximal ends. 2) The direction of the spatial 

8 Chase and Tolloczko ( 1993) report that aggregates of presynaptic vesi- 
cles, the signature for presynaptic specialization, are prominent through- 
out the cell-rich layer of the lobe. However, there is no indication for 
widening and straightening of the intercellular space adjacent to the aggre- 
gates, the signature for synaptic contacts. 

gradient sets the direction of propagation. The initiation of 
waves near surgical cuts in a preparation ( Fig. 18 ), which is 
a probable site of increased depolarization, is consistent 
with this assertion. 3) The magnitude of the gradient con- 
trols the phase difference along the lobe. Thus in the ab- 
sence of external stimuli the gradient of excitability is such 
that the wavelength of the oscillating activity is roughly the 
size of the lobe (Figs. 14- 16). 4) External stimuli and in- 
trinsic factors modify the gradient but not necessarily the 
average level of excitability. Thus during double events 
(Fig. 20) the gradient of excitability is substantially re- 
duced, and the wavelength becomes long compared with 
the size of the lobe. This results in the appearance of spa- 
tially uniform oscillations. 

The lobe contains a cell-rich and a process-rich neuropil 
layer. Previous work shows that oscillations in LFP occur in 
preparations in which the complete cell layer is surgically 
isolated as a sheet from the neuropil layer (Gelperin et al. 
1993). We now find that wave propagation in the cell layer 
occurs after surgical removal of the neuropil layer (unpub- 
lished results). Thus the interactions that mediate the peri- 
odic waves in the lobe are largely confined to the cell layer 
and its intrinsic processes. 

The close correspondence between the intracellular po- 
tential recorded from a single neuron and the optical signals 
recorded from all of the neurons throughout the depth of 
the optical field (estimated to be - 10 3 cells) suggests that 
the electrical activity of these cells is highly correlated (Fig. 
11 A). On the one hand, this implies that the spatial averag- 
ing inherent in our optical imaging does not lead to a signifi- 
cant loss of information about the neural dynamics in the 
lobe. On the other hand, this raises questions about the 
mechanism for local synchronization among these cells. 
Preliminary results from ultrastructural studies provide no 
evidence for gap-junctions between neurons in the lobe (S. 
Curtis, personal communication), reducing the likelihood 
that electrotonic coupling is responsible for the synchrony. 
An alternative possibility is that neurotransmission is me- 
diated by diffuse release of transmitter. Neurons within the 
lobe are loaded with dense vesicles (Chase and Tolloczko 
1993 ) . These vesicles may contain classical neurotransmit- 
ters that are dispersed in a manner similar to diffuse modu- 
latory systems. 

Imaging of large-scale activity 

As part of this study, we show that optical signals can be 
expressed in terms of the intracellular potentials of the un- 
derlying neurons (Fig. 16). This provides a spatiotemporal 
map of the activity of specific cell types. Our analysis builds 
on previous studies of the relation between optical and elec- 
trical signals. The linear dependence between dye-related 
optical signals and changes in intracellular potential is es- 
tablished for cells in invertebrate ganglia (Salzberg et al. 
1973) and for cells maintained in culture (Grinvald et al. 
198 1) . At the level of cell assemblies, Cohen and colleagues 
(London et al. 1987; Zecevic et al. 1989) show how optical 
measurements on invertebrate ganglia can be used to deter- 
mine the spiking behavior of simultaneously active neu- 
rons. Similar procedures have been applied to small net- 
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works constructed in vitro (Parsons et al. 199 1). The pres- 
ent work demonstrates that maps of intracellular potential, 
and not just spiking output, can be determined for net- 
works. Further, the present work shows that optical signals 
can provide unambiguous information about electrical ac- 
tivity in large systems, albeit not at the level of single cells. 
Our analytic methods should be applicable to measure- 
ments from vertebrate olfactory bulbs (Cinelli and Salzberg 
1992; Kauer 1988), given the defined anatomy of this 
structure ( Satou 1990; Shepherd and Greer 1990) and possi- 
bly other accessible areas of cortex (Grinvald et al. 1994), 
including olfactory cortex (Litaudon and Cattarelli 1994). 

Spatial synchrony 

Large-scale spatial synchrony in the electrical activity of 
the PC lobe is transiently induced by the application of 
odorant to the nose9 (Delaney et al. 1994). It is also in- 
duced by transiently increasing the concentration of nitric 
oxide (NO) throughout the lobe (unpublished results) with 
the use of photolytic methods to generate NO from a caged 
NO precursor (Gelperin 1994). The synchronous state in 
the PC lobe is likely to correspond to a global aspect of 
behavior, such as a change in attentiveness of the animal to 
its olfactory environment. Within this hypothesis, the re- 
duction in phase that occurs during spontaneous double 
events in Limax (Fig. 20) results in spontaneous sampling 
of the environment and may increase the sensitivity of the 
animal for detecting weak olfactory stimuli. Analogous 
changes in global synchrony occur in visual and motor 
areas of mammalian cortex during periods of attention 
(Bouyer et al. 198 1; Bressler et al. 1993; Murthy and Fetz 
1992; Ribary et al. 1991). 

Conclusions 

In general, processing of olfactory information depends 
on the physiological state of the central network at the time 
of sensory activation. Early measurements with mammals 
show that variations in the strength of “intrinsic waves” in 
the olfactory bulb, caused by different planes of anesthesia, 
dramatically influenced the effect of odor stimulation on 
olfactory bulb rhythms (Adrian 1950). Central olfactory 
networks may change their dynamical state as a function of 
the behavioral mode in the intact animal or as a function of 
the degree of anesthesia or surgical isolation in laboratory 
preparations. With respect to Limax, identified neuromo- 
dulators can alter the oscillatory activity of the isolated PC 
lobe for tens of minutes (Gelperin et al. 1993; Rhines 
1989). Although recent measurements with intact animals 
(P. M. Balaban, unpublished observations lo) show that the 
field potential of the PC lobe exhibits robust oscillations, it 

9 The concentration of odorant used in these experiments is - 10m4 M, 
- 10 3 times the threshold for detection in a related mollusk (Chase 1982). 
It is unknown if near-threshold concentrations of odorant lead to similar 
changes in spatial synchrony along the lobe. 

lo Fine wire electrodes were inserted into the PC lobe and anchored to 
the sheath, as described by Balaban and Maksimova ( 1993). The electrical 
signal exhibited periodic events at 0.7 Hz, the same frequency as that 
observed in vitro (Gelperin and Tank 1990)) along with occasional double 
events (e.g., Figs. 6, 7, and 20). 

is presently unknown whether these oscillations are modu- 
lated as a function of the behavioral state or in response to 
odor input. 

APPENDIX 

Here we discuss the procedure for decomposing a space-time 
map (Fig. 5 B) into contributions from bursting and nonbursting 
cells (Eq. 3). The goal is to find the optimal fit of the intracellular 
signal, parameterized as A&c) AVJt + T(X)] + A,(x) AVJt + 
7(x)], to the optical signal -AF(x,t)/F(x). As stated, the prob- 
lem is incomplete. We thus add two constraints. First, the function 
7(x) is chosen to minimize the variance, 0 2(~) , at each value of x, 
i.e. 

a2(x) = 
- AF(x,t) 
- - A,(x)AV,[t + T(X)] 

F(x) 

where ( l l l )* = ( 1 /N) C E1 denotes averaging over time, and the 
functions A;( X) and A,( X) are given by 

A&Q 
( 1 l = An(x) i Cbb -““) Gcnn - G” -Cbn cnm 

1 
i 

- AF(x,t) 

F(x) 
X 

-AF(x,t) 

F(x) 

AV& + 4-a 
) t 

Avnit + dx)l 
i t u 

(A2) 

and Chn = (Avbtt)Avn(t))t tA3) 
Recall that A V( t) = V(t) - ( V(t)) *. The second constraint is 
that only solutions for which the amplitudes are positive definite 
are valid, i.e. 

&(x) 2 0 and A,(x) 2 0 for all x 

The above procedure is implemented as follows. The space-time 
optical records ( Fig. 16A ) are averaging over six cycles, as shown 
in Fig. 16 E. The voltage data are taken from intracellular records, 
similar to those in Figs. 6A and 7A, averaged over six cycles in 
time and resampled at 27 Hz, the frame rate for the optical data 
(Fig. 16A ). The optimal fit of the intracellular records to the opti- 
cal data is found by exhaustive search for the global minimum of 
Eq. Al for each value of x. The resultant functions 7(x), &(t), 
and A,(t) are shown in Fig. 16, B and C, and used to construct Fig. 
16, Fand G. 

An aggregate index of the goodness-of-fit of the intracellular 
records to the data is found by calculating the root-mean-square 
(RMS) residual, defined as the fractional difference between the 
RMS value of the optical data and that of the calculated intracellu- 
lar contribution. In percent, the residual is 

RMS Residual (x) = 

Y( { Ab(X)AV,[t + T(X)] - An(X)AV,[ t + 7(X)] } 2)t ‘A3’ 

,1/r AWJ)12\ 

The above equation is used to construct the plot shown in Fig. 
16D. 
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